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Abstract—This paper presents a design-oriented analytical approach for predicting fast-scale instability in power electronics converters under voltage-mode control strategy. This approach is based on the use of the ripple amplitude of the feedback control voltage as an index for predicting subharmonic oscillations in these systems. First, the work revisits the stability analysis technique based on the nonlinear discrete-time model, demonstrating that the ripple amplitude can be included within the expression of the Jacobian matrix of this model, hence giving a mathematical support to extend the ripple index to more complex topologies. A simple but representative buck converter under voltage-mode control is used to illustrate the approach. Using the ripple-based index, closed-form expressions of stability boundaries are derived. Unlike other available results obtained from existing methods, the stability boundary, in this work is expressed analytically in terms of both power stage and controller design parameters. Moreover, one can determine how these parameters are involved in the closed form expressions and, furthermore, how each parameter affects the stability of the system. The approach is validated by numerical simulations from the state equations and also experimentally within a wide range of the design parameter space.
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I. INTRODUCTION

Switching power converters are widely used in many applications due to their high efficiency, small size, and low cost and weight [1]. However, one of their main drawbacks is their switching nonlinearity making them prone to exhibit a large variety of complex behaviors. Consider the buck converter depicted in Fig. 1(a). It is in principle desirable that the system operates periodically with a constant switching frequency equal to that of the external sawtooth ramp signal $h(t)$ [Fig. 1(b)]. However, under parameter changes, the stability of this operating mode can be lost resulting in bifurcation phenomena leading to subharmonic oscillations [2], quasi-periodic regimes [3], and chaotic behavior [4], [5]. These phenomena have been considered as undesired instabilities in these systems and their prediction has interested researchers during the last two decades. The most known instabilities are period-doubling bifurcations and Neimark–Sacker which are shown in Fig. 1(c) and (d), respectively. The first one, so-called fast-scale instability (FSI), yields to subharmonic oscillations that eventually can end up in a chaotic regime after a cascade of period doubling and border collision bifurcations [2], [4]. The second one, so-called slow-scale instability (SSI), yields to
oscillations of the system state variables with relatively large amplitude and low frequency [6], [7]. This phenomenon can effectively be predicted by traditional averaging techniques.

A notable effort has been devoted to modeling these types of behaviors in DC–DC converters. The most well-established approach for predicting instabilities in these systems is the average model [8]. However, despite its advantageous design-oriented circuit-based perspective, this model cannot predict all kinds of instabilities, particularly FSI, due to its low-pass averaging nature. Investigations on FSI have been mainly tackled by means of discrete-time recurrent maps [4], [9], [10], capturing accurately the switching nature of the system dynamical behavior. However, such models lack a design-oriented perspective, allowing only a numerical characterization of stability boundary and requiring sophisticated mathematical tools. Regarding the general applicability of discrete-time models, simplified models for predicting such instabilities in peak current-mode controlled converters have been obtained in order to facilitate their design, in which the occurrence of FSI is common [11]. These simplified models take advantage of the fact that, in current-mode control, the system can be described approximately by a first order model, in such a way that its dynamic response can be derived from simple geometrical techniques, hence developing simple stability conditions to predict FSI [12], and subsequently developing some specific techniques to avoid this undesired behavior such as, for instance, the well-known ramp compensation [13]. This approach cannot be applied to voltage-mode control in which the control signal is not of triangular form as in the case of peak current mode control. There is hence still an open challenge regarding the prediction of FSI using a design-oriented standpoint in voltage-mode controlled converters. A harmonic analysis approach has been proposed in [14] in which a closed-form expression for stability is obtained, but this expression cannot be used for design purpose due to its complexity.

On the other hand, the need for analytical tools for predicting such instabilities in voltage-mode controlled converters arises due to new trends in the next-generation power management applications, oriented to further miniaturization and bandwidth extension, which directly implies reducing the ratio between the switching frequency and the natural frequency of the converter, leading the system to be more prone to exhibit FSI and implying that new controllers must be used to obtain a stable system [15], [16].

This work proposes a design-oriented ripple-based index which can capture the effect of all parameters of the converter on the FSI boundary allowing a design-oriented circuit-level standpoint prediction and facilitating further investigation in enhanced controllers oriented to avoid these instabilities [17]. The work is centered in the simple but representative case of a voltage-mode controlled buck converter, however, predicting FSI from design-oriented standpoint can be extended to different topologies and controllers.

The remaining of the paper is organized as follows. Section II presents the ripple-based index hypothesis and validates the approach for the case of a voltage-mode controlled buck converter within a wide range of the design parameter space by means of comparing the boundaries obtained using the ripple index with numerical simulations obtained from the state equations (switched model) and experimental measurements. Section III revisits the stability analysis using discrete-time models and the results obtained from this approach are compared with those obtained from the ripple-based approach hence validating and providing a mathematical support and demonstrating the correctness of the ripple hypothesis. Finally, in Section IV, the approach is validated analytically by using a simplified discrete-time model which provides a closed-form design-oriented stability condition which agrees with the initial ripple index hypothesis. Unlike other available results obtained from other existing methods, the stability boundary expression obtained in this work has an analytical form expressed in terms of both the power stage and the controller design parameters. Therefore, one can determine how these parameters are involved in the expressions and, more importantly, how each parameter affects the stability. Finally concluding remarks are drawn in the last section.

II. RIPPLE-BASED DESIGN-ORIENTED INDEX: HYPOTHESIS FOR PREDICTING FAST-SCALE INSTABILITIES

With the aim of deriving a design-oriented model to predict FSI, a ripple-based index is proposed for voltage-mode controlled converters, as a complementary tool to average models. This index ρ is defined as the scaled ripple amplitude $\tilde{V}_{\text{CON}}$ of the control signal $\tau_{\text{CON}}(t)$ with respect to the modulator amplitude $V_m$, therefore compressing the different nature converter design parameters, such as reactive components, control and modulator parameters into a single parameter given by

$$\rho := \frac{\tilde{V}_{\text{CON}}}{V_m} = \frac{\mathcal{F}\tilde{V}_C}{V_m}$$  \hspace{1cm} (1)

where $\mathcal{F}$ models the effect of the controller upon the ripple amplitude $\tilde{V}_C$ of the output capacitor voltage $\tilde{x}_C$. The ripple index hypothesis is based on the observation that when the ripple instability index (1) reaches a critical value $\rho_{\text{crix}}$, FSI is exhibited. Then stability condition is

$$\rho < \rho_{\text{crix}}.$$  \hspace{1cm} (2)

Section III validates this ripple index hypothesis for the voltage-mode controlled buck converter under a simple PI controller.

A. Validation of the Ripple-Based Approach by Means of the Switched Model

The most widespread configuration, namely a buck converter with PI feedback compensator, shown in Fig. 1, has been chosen to illustrate the validity of the ripple-based approach. Let $k_p$ be the proportional gain of the controller and $\omega_z$ its zero. The parameter $\omega_z$ has been located at low frequency ($\omega_z < \omega_c$), being $\omega_c = (RC)^{-1}$ in order not to induce SSI. Hence, the effect of the controller upon the converter output voltage ripple is constant ($\mathcal{F} = k_p$) for all frequencies. This choice of the dynamic controller parameters will allow us to be able to analyze independently the effect of the proportional gain $k_p$ and the average value of the control signal on stability. Although different expressions for the amplitude of the output voltage ripple may be
used, the following simple expression is chosen in order to keep the design-oriented standpoint [1]:

\[ \dot{V}_c := \frac{V_g D \bar{D}}{8 L C f_s^2} \]  

(3)

where \( D \) is the steady state duty cycle of the PWM driving signal \( q(t) \) [See Fig. 1(a)] and \( \bar{D} = 1 - D \). Accordingly, \( \rho \) given in (1) can be expressed as a function of the set of the design parameters as

\[ \rho(V_g, L, C, k_p, f_s, D, V_m) := \frac{k_p \ V_g D \bar{D}}{V_m 8 L C f_s^2} \]  

(4)

Fig. 2 shows different bifurcation diagrams, obtained from the exact switched state equations, by considering parameters of different nature as bifurcation parameters. In all cases, an exhibition of FSI and period doubling cascade occurs which ends, eventually, to chaotic behavior. The value of the fixed circuit parameters used for Fig. 2 are \( V_g = 6 \) V, \( V_{ref} = 3 \) V, \( R = 2.5 \) \( \Omega \), \( L = 66 \) nH, \( C = 20 \) nF, \( f_s = 50 \) MHz, \( V_m = 1 \) V, and \( k_p = 3 \). These values correspond to a miniaturized converter aiming on-chip integration [18], but the selection is representative—through scaling—of any converter with a low ratio of the switching frequency to the converter cutoff frequency, hence exhibiting moderately large ripples. It can be observed in Fig. 2 that by representing the bifurcation diagrams in terms of the corresponding ripple-based index \( \rho \) defined in (4), the bifurcation boundary remains practically constant [dashed line in Fig. 2(d), (e), (f)], independently of the swept parameter. Moreover, it can be noted that the system exhibits FSI (period doubling) for a critical value \( \rho_{crit} \approx 0.245 \) in all figures. Further validation of the ripple-based index approach is carried out in Fig. 3 for a wide range of the design parameter space. This figure shows the stability boundary obtained from numerical simulations of the circuit state equations contrasted with those obtained from the ripple based index. Although the error increases for low values of load resistance \( R_l \), the relatively low error obtained for the rest of the design parameter space validates this design-oriented approach for predicting FSI. The approach is only considered for the system working in the CCM, then the design parameter space is limited by the DCM condition. The applicability of the ripple-based approach in DCM has been tackled in [19].

Having explored thoroughly the design parameter space, it has been observed that \( \rho_{crit} \) is constant, save a dependence upon the duty cycle \( D \). The evolution of \( \rho_{crit} \) in terms of the duty cycle is shown in Fig. 4. Therefore, the stability condition to avoid FSI exhibition, in terms of the system parameters, can finally be expressed as

\[ \rho(V_g, D, L, C, k_p, f_s, V_m) < \rho_{crit}(D) \]  

(5)

This stability condition given in (5) shows the benefit of the ripple-based approach, which allows compressing most of the design-space parameters into a single ripple-based index \( \rho \), providing a design-oriented tool for predicting the effect of each parameter upon stability.

B. Experimental Validation

This section validates the ripple-based FSI prediction approach using an experimental prototype. While the previous section parameter values were oriented to miniaturization, in
this section these values are chosen to facilitate the implementation of the prototype. In Appendix A, it is demonstrated that by scaling both the parameters of the reactive elements and the switching frequency, the relative dynamics of the converter remains equivalent [20]. An equivalent set of parameter values used previously and which has been used for the experimental prototype is: \( V_o = 6 \text{ V} \), \( R = 2.5 \Omega \), \( L = 33 \mu\text{H} \), \( C = 10 \mu\text{F} \), \( f_s = 100 \text{ kHz} \), \( V_m = 1.8 \text{ V} \), \( V_{ref} = 3 \text{ V} \), \( k_p = 5.4 \).

In Fig. 5, the experimental waveforms of the control voltage signal and the PWM ramp signal just before and just after the exhibition of FSI in the experimental prototype are shown. The dynamics of the system are checked by sweeping the feedback gain \( k_p \) and the switching frequency \( f_s \) in Fig. 5(a)–(d), respectively. In both cases the measured value of the ripple index just at the boundary of stability is found to be \( \rho_{\text{crit}} \approx 0.27 \), which is very close to the critical value of the ripple index obtained from numerical simulations. Regardless of the slight difference between the experimental and the numerical value of \( \rho_{\text{crit}} \), which can be attributed to parasitic effects, a deeper exploration of the design parameter space in Fig. 6 shows that the measured critical ripple \( \rho_{\text{crit}} \) for which FSI occurs remains almost the same within a wide range of the design parameter space.

III. DISCRETE-TIME MODEL STABILITY ANALYSIS FOR PREDICTING FSI AND FEEDBACK RIPPLE DEPENDENCE

A. Discrete Time Model

This section reviews the discrete-time model and its usefulness in predicting FSI boundary in DC–DC converters with the aim to validate the ripple-based approach by comparing it to the conventional FSI prediction method but also as a starting point for demonstrating its validity, hence giving mathematical support for extending the hypothesis to other topologies. For this
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Fig. 5. Control signal \(v_{\text{con}}(t)\) and modulator ramp \(h(t)\) waveforms just before and just after FSI occurrence by sweeping (a)–(b) \(k_p\) and (c)–(d) \(f_s\). Measured critical ripple amplitude at modulator input normalized to ramp amplitude is 0.270 for both cases. (a) X-axis = 5 μs/div; Y-axis = 0.5 V/div (b) X-axis = 5 μs/div; Y-axis = 0.5 V/div (c) X-axis = 5 μs/div; Y-axis = 0.5 V/div (d) X-axis = 5 μs/div; Y-axis = 0.5 V/div.

Fig. 6. FSI stability boundary obtained from experimental measurements (black dots) and using ripple index \((\rho_{\text{crit}} = 0.245)\) (mesh surface) over the design parameter space \((k_p, f_s, \text{and } C)\).
the same cycle can be obtained by stacking up the corresponding solutions during each switching cycle and it can be expressed as
\[ x_{n+1} = P(x_n) = \Phi x_n + \Psi \]  
(8)
where matrix \( \Phi \) and vector \( \Psi \) are given by
\[ \Phi = \Phi_2(\overline{d}_n T) \Phi_1(d_n T), \]
\[ \Psi = \Phi_2(\overline{d}_n T) \Psi_1(d_n T) + \Psi_2(\overline{d}_n T) \]
being
\[ \Phi_k(t_k) = e^{A_k t_k}, \Psi_k(t_k) = \int_0^{t_k} e^{A_k \theta} dB_k \text{ for } k = 1, 2 \]  
(9)
and \( \overline{d}_n = 1 - d_n \). Additionally, the switching condition, which depends upon the control voltage and the sawtooth modulator \( h(t) \), can be expressed as
\[ \sigma(d_n T) = K(X_{ref} - \Phi_1(d_n T)x_n) - h_d(nT) \]  
(10)
where \( K = (k_p, k_i) \) is the vector of feedback gains, \( X_{ref} = (V_{ref}, I_{ref})^T \). Note that \( k_i = 0 \) and \( I_{ref} = 0 \) for a voltage-mode proportional control.

B. Stability Analysis Using the Discrete Model

The stability analysis is carried out by studying the local behavior of the model in the vicinity of steady-state \( x^* \), thereby extracting a Jacobian matrix \( J \), whose eigenvalues give the amount of expansion and contraction near this fixed point [5]:
\[ J = J_x - J_d J_{\sigma}^{-1} J_{\sigma x}. \]  
(11)
The partial derivatives appearing in (11) are given by
\[ J_x = \frac{\partial P}{\partial x_n} \bigg|_{d_n = D} = \Phi_1(DT) \Phi_2(\overline{D} T) \]  
(12)
which is the product of the two state transition matrices corresponding to each switching interval and which models the effect of a small change of the state variables of the system at the beginning of a switching cycle, on the state variables at the end of the same cycle.
\[ J_d = \frac{\partial P}{\partial d_n} \bigg|_{d_n = D, x_n = x^*} = \Phi_2 \Delta x T \]  
(13)
which corresponds to the effect of the state transition matrix \( \Phi_2 \) on the discontinuity of the vector field \( \Delta x \), and which models the effect of a small change of the value of the duty cycle on the state variables at the end of the same cycle.
\[ J_{\sigma} = \frac{\partial \sigma}{\partial d_n} \bigg|_{d_n = D, x_n = x^*} = (-K \dot{x}(DT^-) - m_c)T \]  
(14)
which corresponds to the difference between the slope \( -K \dot{x}(DT^-) \) of the control signal \( v_{cont}(t) \) and \( m_c = V_m f_s \), that of the PWM sawtooth signal \( h(t) \). This is the small signal model of the original nonlinear switching condition (10).

Finally,
\[ J_{\sigma} = \frac{\partial \sigma}{\partial x_n} \bigg|_{d_n = D} = -K \Phi_2(DT^-) \]  
(15)
which models how an initial small change in the state variables affects the switching condition (10) from cycle to cycle. In the previous equations, it was assumed that in steady state, \( x_n = x^*, d_n = D, \overline{D} = 1 - D \). Besides, \( \dot{x}(DT^-) = A_1 x(DT^-) + B_1 \), \( \dot{x}(DT^+) = A_2 x(DT^+) + B_2 \). For the buck converter under voltage-mode control, \( x = (v_c, i_L)^T \) and the matrices \( A_k \) and vectors \( B_k(k = 1, 2) \) are given by
\[ A_1 = A_2 = \begin{pmatrix} -1 & \frac{1}{L} \\ \frac{1}{C} & 0 \end{pmatrix}, B_1 = \begin{pmatrix} 0 \\ \frac{1}{L} \end{pmatrix}, B_2 = 0 \]  
(16)
and \( \Delta \dot{x} = \dot{x}(DT^-) - \dot{x}(DT^+) \) can be obtained as follows:
\[ \Delta \dot{x} = (A_1 - A_2) x(DT^-) + (B_1 - B_2) = \begin{pmatrix} 0 \\ \frac{1}{L} \end{pmatrix}. \]  
(17)
Moreover,
\[ K \dot{x}(DT^-) = K(A_1 x(DT^-) + B_1) = k_p \dot{i}_C(DT^-), \]  
(18)
It can be observed that the final expression of the Jacobian matrix is composed mainly by transition matrices of each configuration but it also includes information about the left and the right time derivative at the switching instant and the slope \( m_c = V_m f_s \) of the sawtooth PWM signal \( h(t) \).

C. Condition for FSI

The characteristic polynomial equation of the Jacobian matrix \( J \) is given by
\[ p(\lambda) := \det(J - \lambda I) = 0, \]  
(19)
In the case of two-dimensional system (19) becomes
\[ p(\lambda) := \lambda^2 - tr(\lambda)\lambda + det(\lambda) = 0 \]  
(20)
where \( \det(\cdot) \) and \( \text{tr}(\cdot) \) stand for the trace and the determinant, respectively. It is well known that FSI occurs when one of the eigenvalues crosses the unit circle at point \((-1, 0)\) in the complex plane [21]. Therefore, the stability boundary can be obtained by making \( \lambda = -1 \) in (20), hence, obtaining
\[ p(-1) = 1 + \det(J) + \text{tr}(J) = 0 \]  
(21)
which implies, by substituting \( J \) by its expression in (11), that
\[ J_{\sigma} = \frac{1 + \text{tr}(\Phi) + \det(\Phi)}{K \Delta \dot{x} \Phi}. \]  
(22)
Solving this equation for a certain design parameter, the FSI boundary corresponding to this parameter can be obtained.

Having presented the nonlinear discrete-time model and its Jacobian matrix for the voltage-mode controlled buck converter, it is possible to compare the results obtained from it with those obtained from the ripple-based index. According to Appendix A, the whole converter design parameter space
can be explored by sweeping only two parameters, namely, \( \tau = f_s R C \) and \( \Gamma = L C f_s^2 \). Fig. 7 shows a comparison between the boundary surfaces obtained from both approaches in such normalized design parameter space. Note that, for low values of \( \tau \), the error increases, which is in good concordance with the results previously obtained in Fig. 3 stating that the ripple-based index is not accurate enough for low values of \( R \).

**D. Stability Analysis Including the Ripple Amplitude**

After validating that the ripple-based index approach and the discrete-time model give similar stability boundaries in terms of FSI, this section will establish a relationship between the ripple at the input modulator and the Jacobian matrix of the discrete-time model. In Appendix B, it is demonstrated that this slope and the ripple amplitude are proportional and they are related by the following relationship:

\[
\dot{V}_C(DT^-) = 4 f_s \dot{V}_C.
\]

Revisiting the different terms composing the Jacobian matrix (11), it is possible to observe that \( J_{ad} \) contains the derivative of the state variables at the switching instant and therefore, from (23), it also contains the ripple information.

Fig. 8 shows the stability surfaces obtained from the discrete-time model and imposing FSI condition (22), by using the exact value of the derivative at the switching instant and also by substituting it by the expression in (23), which includes the feedback ripple as its indirect estimate. The error between both surfaces is very small, hence demonstrating the accuracy of the ripple as an estimate of the time derivative at the switching instant. Note that the approximation error starts to increase for low values of \( \tau \) but depends slightly upon \( \Gamma \).

**IV. DESIGN-ORIENTED RIPPLE-BASED INDEX MATHEMATICAL DEMONSTRATION**

**A. Revisiting the State Transition Matrices**

The previous section has validated the ripple approach through contrasting the results with the discrete-time model and also unveils that the ripple can be included in the Jacobian matrix by means of its relation with the PWM switching condition. Nevertheless, it is also apparent that this approach involves sophisticated analysis, that is not of practical engineering use.
On the other hand, the ripple-based approach, which has been validated in-depth for the complete design space in Section II, is based on a starting hypothesis and lacks a solid mathematical justification. This section will derive the ripple-based FSI index approach from the discrete-time model, taking advantage of the fact that the previous section demonstrates that the ripple of the control signal can be included in the Jacobian matrix of this model. The aim of such demonstration is to give a mathematical support to obtain a closed-form expression for the stability boundary [23] and to examine the accuracy of such approach. The simplification of this matrix is carried out for the particular case of a voltage-mode controlled buck converter with a proportional compensator. In comparison with previous works (for example [24]), which also addressed the issue of obtaining a closed-form expression, the derived expressions are complicated since practical considerations were not used, thus making difficult their interpretation to derive useful design criteria for practical engineering use. In this section, such practical considerations will be taken into account in deriving the state transition matrix, corresponding to each linear configuration used by the converter, and therefore in obtaining simplified, but accurate enough, practical expressions for the Jacobian matrix. First, the state transition matrix $\Phi_k(t)$, which relates the final state $x(t_f)$ to the initial conditions $x(t_i)$ during each time interval, is obtained. Using the expression of (7), although very accurate, do not allow to obtain clear design conditions. Instead of using an exact expression of the transition matrix, an approximated expression, by considering practical circuit conditions will be used. Let us first write the solution in its general form as follows:

$$x(t_f) = x(t_i) + \int_{t_i}^{t_f} (A_k x(\theta) + B_k) d\theta, \quad k = 1, 2. \tag{24}$$

By particularizing for the buck converter of Fig. 1, and considering the ON configuration ($k = 1$), the following expression of the solution can be derived:

$$\begin{pmatrix} v_{C}(t_f) \\ i_L(t_f) \end{pmatrix} = \begin{pmatrix} v_{C}(t_i) \\ i_L(t_i) \end{pmatrix} + \int_{t_i}^{t_f} \begin{pmatrix} c \frac{v_{C}(\theta)}{V_g - v_{C}(\theta)} \\ \frac{i_L(\theta)}{V_g - v_{C}(\theta)} \end{pmatrix} d\theta. \tag{25}$$

The simplified transition matrix will be obtained by taking into account the DC–DC buck converter circuit considerations i.e., piecewise linear (triangular) inductor current waveforms and therefore a parabolic shape for the voltage ripple waveforms. Note that the classical pure mathematical exponential matrix simplification based on the Taylor expansion $e^{A_k t} = 1 + A_k t + (A_k t)^2 (2!)^{-1} + \cdots$ does not make such a distinction between the two state variables. This circuit-based consideration allows to obtain a considerable simplification, but with high accuracy, by reducing the number of terms into the final expression of the state transition matrices involved in the expression of the Jacobian matrix. In the case of the buck converter, an approximated expression of $\Phi_k(t)$ is given by

$$\tilde{\Phi}_k(t) = \begin{pmatrix} 1 - \frac{T}{L} & \frac{1}{C} - \frac{T^2}{2Lc} \\ -\frac{T}{L} & 1 - \frac{T^2}{2Lc} \end{pmatrix}. \tag{26}$$

Also, $A_1 = A_2$ which implies $\Phi_1(t) = \Phi_2(t)$ and therefore the matrix $\tilde{\Phi} = \Phi_2(DT)\Phi_1(DT)$ in (11) can be approximated by a simpler matrix $\tilde{\Phi}$ given by

$$\tilde{\Phi} = \begin{pmatrix} 1 - \frac{T}{L} & \frac{1}{C} - \frac{T^2}{2Lc} \\ -\frac{T}{L} & 1 - \frac{T^2}{2Lc} \end{pmatrix}. \tag{27}$$

Each term involved in the expression of the Jacobian (11) is reviewed according to the previous simplification. Finally, by using the same expression as in (19) along with FSI condition (22), and the aforementioned simplified terms, including the ripple as an estimate of the derivative at the switching instant (23), a closed-form expression for predicting FSI boundary as a function of the ripple amplitude $V_{C}$, is obtained

$$-(4k_{p} f_{s} V_{C} + V_{m} f_{s})^{4} \left( V_{m} f_{s} \right) = -1. \tag{28}$$

Let $\omega_0 = (LC)^{-1/2}$. Then, $P_{v}$, is given by the following expression:

$$P_{v} = \frac{2\omega_{0}^{3} T^{3} D^{2} P_{s}^{2} + 4\omega_{0}^{2} (\omega_{0}^{2} - \omega_{0}^{2}) D^{2} + 8 - 4T \omega_{0}}{T^{4} \omega_{0}^{3} D^{2} P_{s}^{2} - 4\omega_{0}^{2} (\omega_{0}^{2} - \omega_{0}^{2}) D^{2} + 8 - 4T \omega_{0}}. \tag{29}$$

B. Critical Ripple Expression

The closed-form expression (28) still lacks design-oriented standpoint. With the aim of obtaining a simple closed-form expression, the ripple amplitude is approximated as in (3), which has been validated in the whole design parameter space in Appendix C, along with considering $P_{v} = 1$. Then, (28) can be rewritten as

$$\frac{k_{p} V_{m} \omega_{0}^{2}}{4V_{m} f_{s}^{2}} (1 - 2DD) = 1. \tag{30}$$

To make this expression consistent with the ripple-based approach, let us multiply both sides of (30) by $D\overline{D}$ and divide them by $1 - 2DD$, obtaining the following final condition for FSI:

$$\frac{k_{p} V_{m} \omega_{0}^{2} D\overline{D}}{8V_{m} f_{s}^{2}} = \frac{2 - 4DD}{P_{c_{rit}}} \tag{31}$$

The system will be stable if $\rho < \rho_{crit}$. The left side of this equation is the defined ripple-based index $\rho$ while its right side gives the critical ripple value $\rho_{crit}$ for which the system will exhibit FSI. Note that $\rho_{crit}$ depends only on the duty cycle $D$ and its dependence in terms of this parameter is as it is shown previously in Fig. 4 which was obtained from numerical simulations. The stability curve obtained from the exact Jacobian matrix (11) together with those obtained from the ripple index $\rho$ (31) are shown in Fig. 9 by sweeping the parameters $k_{p}$, $\tau$, and $\Gamma$. The results unveil that the error produced by the approximation is negligible in a wide range of the design parameter space. The stability curve obtained from the exact Jacobian matrix (11) and approximated Jacobian (31) with $P = 1$ by sweeping $D$ and calculating the critical value of the feedback gain $k_{p}$ is depicted in Fig. 10 showing the accuracy of the closed-form expression for the whole practical range of duty cycle $D$. 


C. Ripple-Based Index Approach Limitations

The previous section has given a consistent mathematical demonstration of the ripple-index approach for predicting FSI. However, this approach is not accurate enough in predicting FSI boundary when some design parameters, namely $\Gamma$ and $\tau$, are relatively low as it is shown in Fig. 9. This is considered to be a penalty to having a simplified expression with the important advantage of being oriented to design. This error due to the different approximations done in the process of obtaining the closed-form expression for predicting FSI yielding to different sources of error. First, the ripple has been included in the discrete-time model as an estimate of the derivative of the state variable at the switching instant. As it can be observed in Appendix B, $\tau$ is the parameter that produces a major error (although it is only of 1%). Note that $\tau$ is related to the output load of the converter, so that low values of $\tau (\tau \ll 1)$ indicates that it is no more valid the assumption, which has been used for relating the output voltage ripple to the derivative of such signal at the switching instant, that the inductor ripple current flows mostly through the output capacitor, hence notably increasing the error when using the ripple-based approach.

On the other hand, in order to keep the design-oriented formulation, the ripple has been approximated by (3). In Appendix B (Fig. 15) it has been demonstrated that both parameters have an impact on this approximation, but the error is very low ($< 2\%$). Finally, the last approximation has been done by simplifying the Jacobian matrix using circuit considerations. This is the approximation which introduces more error, since both $\Gamma$ and $\tau$ have an important impact on the approximation of the discrete-time model and when these parameters are low ($\Gamma < 1$ and $\tau < 1$), the error increases as it is shown in Fig. 9 and starting to lose the approach validity.

V. Conclusion

A ripple-based design-oriented approach has been proposed for predicting subharmonic oscillations in switching DC–DC converters under voltage-mode control with fixed frequency PWM modulation strategy. The stability of the system can be ensured by choosing appropriate value of the ramp slope (amplitude and frequency), proportional gain $k_p$, and zero frequency $\omega_0$ of the compensator according to the value of the duty cycle $D$, and resonance frequency $\omega_0$. A simple inspection of the expressions of the critical curves (stability boundaries) reveals that both power stage and controller parameters have to be chosen appropriately to avoid FSI. The system will be stable if the ripple-based index $\rho$ is smaller than the critical ripple $\rho_{\text{crit}}$ which only depends on the steady-state duty cycle $D$.

Unlike other available results published in the literature for predicting FSI in a voltage-mode controlled converter, obtained from other existing methods, the stability boundary in this work is expressed in closed-form in terms of all parameters involved in the dynamical model of the system. Moreover, the approach allows to determine how each one of these parameters affects the stability of the system. The approach is validated by numerical simulations from the state equations and also experimentally within a wide range of design parameter space.
The approach used in this work can be extended to other more complex converters. Future works will deal with the application of the proposed approach to this kind of systems as well as its extension to other DC–DC power converters like DC–DC boost and buck-boost converters and other more complex power circuits such as multi-phase and multi-level converters. Work towards designing enhanced controllers that can avoid FSI and SSI by taking advantage of this ripple-centric study is in progress and the results will be reported in a further study.

APPENDIX

Dynamics Equivalence of Buck Switching Converter: This section demonstrates the equivalence of the dynamical behavior of different buck converters with the same value of dimensionless parameters \( \tau \) and \( \Gamma \) and with different physical parameters, \( R, L, C, T, V_g \), hence allowing to reduce the number of parameters in the design parameter space. The frequency response of the RLC second order filter can be described as

\[
G_p(s) = \frac{\omega_0^2}{s^2 + \omega_c s + \omega_0^2} \quad \text{(A-1)}
\]

Therefore, the whole dynamics of the power plant can be characterized by the two parameters \( \omega_0 \) and \( \omega_c \). Note that the buck converter is equivalent to a second order low-pass filter with a square wave signal \( v_d(t) \) at its input which can be described with a particular switching frequency \( \omega_s = 2\pi f_s \).

Let us define \( \tau = f_s/\omega_c = RCF_s \) and \( \Gamma = f_s^2/\omega_0^2 = LCf_s^2 \). The definition of these new parameters reduces the dimensions of the design parameter space from five to three, namely, \( \Gamma, \tau, \) and \( D \), instead of the physical parameters \( L, C, R, f_s, \) and \( D \).

Note that \( \Gamma \) relates the switching frequency and the natural frequency of the system and \( \tau \) is related with the output load of the converter. Two converters will be dynamically equivalent, despite they have different physical parameter values, whenever they have the same values of parameters \( \Gamma, \tau, \) and \( D \) as it is shown in Fig. 11 which is obtained for the set of parameter values used in numerical simulations and those used in the experimental prototype.

Relation Between the Derivative and the Ripple of the Control Signal: In this appendix, it will be demonstrated that the ripple amplitude of the control signal is an indirect estimate of its derivative at the switching instant. In a voltage-mode controlled buck converter, the derivative of the feedback state variable (capacitor voltage), according to Fig. 12, is

\[
v_c(t) \frac{D V_c}{C} = \frac{I_{C,\text{max}}}{C} \quad \text{(B-1)}
\]

and its ripple can be expressed as

\[
\hat{V}_c = V_{C,\text{max}} - V_{C,\text{min}} = \frac{1}{C} \int t_1^{t_2} i_C(s) dt = \frac{(t_2 - t_1)I_{C,\text{max}}}{2C} \quad \text{(B-2)}
\]

Note that in the previous equation, it is assumed that the waveform of the capacitor current \( i_C \) is triangular. The time duration \( t_2 - t_1 \) in (B-2) can be obtained by analyzing the following equations:

\[
\frac{V_g - V_c}{L} t_1 = \frac{V_c}{L} t_2 \Rightarrow t_2 = \frac{1}{D} t_1 - t_1 \quad \text{(B-3)}
\]

\[
\frac{V_g - V_c}{2L} DT = \frac{V_c}{L} t_1 \Rightarrow t_1 = \frac{2DT}{D} \quad \text{(B-4)}
\]

\[
t_2 - t_1 = \frac{T}{4} = \frac{1}{4f_s} \quad \text{(B-5)}
\]

where \( V_c \) is the average output voltage. Equation (B-3) assumes steady-state while (B-4) assumes zero average capacitor current. Therefore, taking into account the expression of the state-variable derivative in (B-1), (B-2), and (B-5):

\[
v_c(t) \frac{D V_c}{C} = 4f_s \hat{V}_c \quad \text{(B-6)}
\]

Fig. 13 validates the approximation by calculating the derivative and the ripple from the exact waveforms, obtained from an exact Laplace analysis of the output ripple, developed in Appendix C, and varying the parameters \( \tau \) and \( \Gamma \). Note that the steady state error increases when \( \tau \) is relatively low, hence losing the validity of the approach.

Exact Expression of the Output Voltage Ripple for the Buck Converter From Laplace Analysis: A closed-form output voltage ripple expression for the buck converter can be derived using the Laplace transform. The output voltage signal is the result of applying the periodic square wave diode voltage \( v_d \) with duty cycle \( D \) and amplitude \( V_g \) to the RLC second-order
filter \( G_p(s) \), given in (A-1). Therefore, the Laplace transform of the output voltage \( v_C(t) \) is divided by the product of the transfer function \( G_p(s) \) and the Laplace transform \( V_d(s) \) of the diode voltage \( v_d(t) \)

\[
V_C(s) = V_d(s)G_p(s) = \frac{(1 - e^{-sDT})V_g}{s(1 - e^{-sDT})} \frac{\omega_0^2}{s^2 + \omega_C s + \omega_0^2}. \tag{C-1}
\]

The partial fraction decomposition of \( V_C(s) \) is

\[
V_C(s) = \frac{k_1}{s} + \frac{k_2}{s - a_1} + \frac{k_3}{s - a_2} + \frac{P_0(s)}{1 - e^{-sDT}} \tag{C-2}
\]

where \( P_0(s) \) corresponds to the steady-state response and therefore includes the exact output voltage ripple for the buck converter.

\[
P_0(s) = (1 - e^{-sT}) \left( V_C(s) - \frac{k_1}{s} + \frac{k_2}{s - a_1} + \frac{k_3}{s - a_2} \right). \tag{C-3}
\]

with \( a_1 = -\omega_C / 2 - j\omega_d \), \( a_2 = -\omega_C / 2 + j\omega_d \), \( k_1 = DV_g \) and \( k_2 \) and \( k_3 \) are given by

\[
k_2 = V_g \frac{(1 - e^{-\alpha_1 DT})\omega_0^2}{2\alpha_1 (1 - e^{-\alpha_1 T})j\omega_d}, k_3 = k_2^* \tag{C-4}
\]

being \( \omega_d = \omega_0 \sqrt{1 - \xi^2} \). Finally, the exact time-domain expression of the steady-state output voltage ripple \( v_C^*(t) \) for the buck converter operating in CCM can be written in the following form:

\[
v_C^*(t) = u(t)V_g \left[ 1 - e^{-\omega_C t/2} \left( \cos(\omega_d t) + \frac{\xi}{1 - \xi^2} \sin(\omega_d t) \right) 
- D + K e^{-\omega_C t/2} \left( \frac{\omega_c}{2} \sin(\omega_d t + T) + \omega_d \cos(\omega_d t + T) \right) 
- e^{\omega_C (DT + T)/2} \omega_d \cos(\omega_d (t + (1 - D)T)) 
- e^{\omega_C (DT + T)/2} \omega_d \cos(\omega_d (t + (1 - D)T)) \right] 
- u(t - DT)V_g \left[ 1 - e^{-\omega_C (T - DT)/2} \left( \cos(\omega_d (t - DT)) + \frac{\xi}{1 - \xi^2} \sin(\omega_d (t - DT)) \right) \right] \tag{C-5}
\]

where \( K = (\omega_d - 2\omega_d e^{\omega_C T/2} \cos(\omega_d T) + e^{\omega_C T})^{-1} \). This closed-form expression has been validated by comparing it with the output voltage waveform obtained from numerical simulation of the switched model for an ideal buck converter, as shown in Fig. 14. The waveforms are coincident, thus validating the expression given in (C-5) as an exact description of the converter output ripple for all conditions. From such exact ripple expression, it is possible to compare the accuracy of the ripple approximation proposed in (3). The result of this comparison is shown
in Fig. 15, in which it is possible to observe that the approximation loses validity for low values of $\gamma$ and $\Gamma$.
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